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In many image processing applications, Blind Image Quality Assessment 
(BIQA) plays a crucial role when the reference image is unavailable. 
However, existing BIQA methods often lack consistency with human 
perception and are limited to specific types of distortion. This research 
introduces a novel approach for image quality assessment by combining 
Convolutional Neural Network (CNN) feature extraction and Extreme 
Learning Machine (ELM) regression. By leveraging a pre-trained ResNet CNN 
model, features are extracted from distorted images and used to train the 
ELM model. The proposed method achieves accelerated convergence in 
deep model training and significantly enhances accuracy in predicting image 
quality compared to traditional regression methods. Experimental results 
demonstrate the superiority of the proposed approach over state-of-the-art 
BIQA methods, making it a promising solution for automated image quality 
evaluation in various applications such as image processing and computer 
vision. 
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1. Introduction 
 

Accurately predicting human quality judgments in picture quality models is crucial for enhancing 
consumer satisfaction and monitoring the quality of widely distributed visual content. These models 
also serve as benchmarks for picture processing algorithms such as compression engines, denoising 
algorithms, and super-resolution systems, which significantly impact the perceived quality of images. 
However, modelling these algorithms to align with the human visual system poses a significant 
challenge, as computers store data as bits and pixels without a holistic understanding of the larger 
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picture. In the past decade, various methods have been proposed by the researchers to address this 
challenge, including subjective Image Quality Assessment (IQA) relying on human observers and 
objective IQA employing mathematical models [1]. Objective IQA can be categorized into three types: 
Full Reference (FR-IQA), Reduced Reference (RR-IQA), and No Reference (NR-IQA) or Blind IQA as 
shown in Figure 1. Blind image quality assessment (BIQA) remains a highly challenging problem due 
to the absence of a reference image. Existing BIQA methods typically follow a flowchart, as depicted 
in Figure 2. 

 
 

Fig. 1. Objective image quality assessment algorithms classification [2] 
 

 
Fig. 2. Block diagram of existing BIQA [3] 

 
Classical BIQA approaches [4-8] typically extract handcrafted features, derived from models 

based on natural scene statistics to represent the distorted image. These features are then used to 
train a regression model, such as support vector regression (SVR), to map the feature representations 
to subjective quality scores. In recent years, deep learning based BIQA methods have gained 
increasing attention due to the remarkable capability of deep neural networks in learning 
discriminative features. The Convolutional Neural Network (CNN)-based approaches [9], which 
automatically learn features from raw images, consistently outperform these handcrafted feature-
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based algorithms. CNN-based algorithms could select features that aid in distortion detection and 
quality prediction. 

This research focuses on a Blind Image Quality Assessment (BIQA) framework that combines the 
power of CNN Resnet and the Extreme Learning Machine (ELM) algorithm. By leveraging the capacity 
of CNN Resnet to extract discriminative features from distorted images and the advantages of the 
ELM algorithm as a regression model, the proposed framework aims to provide objective image 
quality measurements consistent with human perceptual measures. The CNN Resnet extracts 
complex representations from the distorted images, which are then input to the ELM algorithm for 
efficient feature mapping and regression. The ELM algorithm is chosen due to its benefits, such as 
avoiding random initialization of weights and biases, faster learning speed, smaller norm weights, 
and fewer neuron nodes compared to traditional methods like Support Vector Machine (SVM). The 
significance of this research lies in its contribution to the advancement of BIQA techniques through 
the integration of deep learning and efficient feature mapping. By addressing the limitations of using 
only scalar quality scores and considering the divergent subjective scores from different human 
raters, the proposed framework harnesses the power of deep learning and efficient feature mapping 
to enhance the accuracy and efficiency of image quality assessment. The ultimate goal is to provide 
reliable and automated image quality evaluation, overcoming the challenges of blind image quality 
assessment. Overall, this research aims to contribute to the development of effective and efficient 
BIQA methods by combining the CNN Resnet and ELM algorithm. The proposed framework holds 
promise in overcoming the limitations of existing methods and providing objective image quality 
measurements consistent with human perception. By leveraging the advancements in deep learning 
and feature mapping, this research strives to advance the field of BIQA and enable reliable automated 
image quality evaluation for various applications. 
 
 
2. Related Theory and Fundamentals  
2.1 Convolutional Neural Networks (CNNs)  
 
The framework of image feature extraction using the proposed CNN is shown in Figure 3. 
 

 

 
 

Fig. 3. Framework of feature extraction using CNN [9] 
 

The CNNs are a class of deep neural networks commonly used for processing visual data, including 
images and videos. CNNs have revolutionized various fields, including computer vision and image 
processing, due to their ability to automatically learn hierarchical representations from raw input 
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data. The structure of a CNN is inspired by the organization of the animal visual cortex. It consists of 
multiple layers, including convolutional layers, pooling layers, and fully connected layers [9]. 
Convolutional layers: The core building blocks of CNNs. It is responsible for extracting local features 
from the input images. In the proposed metric, the ResNet model performs the convolutional 
operations as part of its architecture [9]. The filters (kernels) in the convolutional layer slide over the 
input image, performing element-wise multiplications and summations to produce feature maps. The 
size of the filters determines the receptive field, which defines the local region of the input that the 
filter considers. The convolutional layer applies non-linear activation functions to introduce 
nonlinearity into the output. Based on Eq. (1), the output 𝑦𝑖 𝑙 of the 𝑖𝑡ℎ filter in a convolutional layer 
is calculated as follows: 

                                                                                                                              
where, 𝑏 𝑙 represents the bias vector for the convolutional layer, 𝑓𝑖,𝑗 𝑙 refers to the 𝑖𝑡ℎ kernel of the 
convolutional layer (layer l) that is connected to the 𝑗𝑡ℎ feature map of the previous layer (layer l-1), 
𝑦𝑖 𝑙−𝑖 represents the output of the 𝑖𝑡ℎ filter in the previous layer (layer l-1), and s denotes the 
activation function applied element-wise to the computed sum [2]. Pooling Layers: The pooling layers 
are inserted after convolutional layers to down sample the spatial dimensions of the feature maps 
while retaining important information. The two common pooling techniques: max pooling and 
average pooling are used in this proposed architecture. Max pooling outputs the maximum value 
within each pooling region, and average pooling computes the average value. Pooling helps reduce 
the spatial resolution of the feature maps, making the network more computationally efficient and 
invariant to small spatial shifts in the input. Fully Connected Layers: Unlike convolutional layers, fully 
connected layers do not have parameter sharing. The first fully connected layer is connected to all 
the activations from the previous layers. In a fully connected layer, weight (W) and bias (b) vectors 
are learned from the input of the previous layer. The computed values are then passed forward to 
the next layer, continuing until the output layer. The output of a fully connected layer is determined 
by the Eq. (2): 

 
This Eq. (2) represents the linear transformation of the input data using the learned weights and 
biases in the fully connected layer. The output is then used for further processing or as the final 
prediction of the network. 
 

In our proposed metric, the focus is on using pre-trained ResNet features for image feature 
extraction. The proposed method utilizes an Extreme Learning Machine (ELM) model, which consists 
of a single fully connected layer. While traditional CNN architectures often include fully connected 
layers after the convolutional and pooling layers to learn high-level features and make predictions, 
our approach takes a different path. Instead of explicitly incorporating fully connected layers as part 
of the CNN, we leverage the extracted features from the ResNet model directly as inputs to the ELM 
model. In this framework, the ResNet features serve as the learned representations of the input 
images, which are then fed into the ELM model acting as a regression model for predicting image 
quality scores. By bypassing the conventional fully connected layers, we can harness the power of 
the pre-trained ResNet features to achieve accurate image quality prediction.  
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2.2 Extreme Learning Machine (ELM)  
 

ELM is a highly efficient learning algorithm for single-hidden layer feedforward neural networks 
(SLFNs) [10]. It outperforms other techniques like NNs and SVR in terms of both learning accuracy 
and speed. The purpose of the Extreme Learning Machine (ELM) in the study is to minimize the 
deviation between the subjective quality scores, denoted as 𝑦𝑖 , and the predicted scores, 
represented by the function 𝑓(𝐶𝑖 ). Given that the function 𝑓(𝐶𝑖 )is expressed as the summation of 
weighted activation functions, where β is the output weighing vector and 𝑔𝑗 (𝐶𝑖 )represents the 
activation function. Each training sample consists of a feature vector, 𝐶𝑖 , corresponding to an original 
or distorted image, and its subjective quality score, 𝑦𝑖 : 

 
The ELM aims to approximate the N training samples with zero error, such that the difference 
between 𝑓(𝐶𝑖 )and 𝑦𝑖 is minimized ∑ ‖𝑓(𝐶𝑖) − 𝑦𝑖‖ 𝑁 𝑖=1 = 0. 

 
The activation function 𝑔𝑗 (𝐶𝑖 ) in Eq. (4) can approximate the N training samples with zero error by 
applying an inner product between the input weight vector 𝑤𝑗and 𝐶𝑖 , and adding the threshold 𝑏𝑗 
(input node). The input weight vectors 𝑤𝑗and bias terms 𝑏𝑗are randomly generated based on a 
continuous probability distribution, and the hidden nodes are also randomly generated and 
independent of each other. Based on theory [9], it has been proven that the 𝑤𝑗 (input weighing 
vector) and bias term 𝑏𝑗 can be randomly generated based on the continuous probability distribution. 
Besides, all hidden nodes are also randomly generated as well and independent each other. Hence, 
the 𝛽 in Eq. (3) is only the parameter to be measured. This is one reason why ELM has fast learning 
speed than other feedforward neural networks algorithms [11]. For N training sample in Eq. (3) can 
be written compactly as: 

 
 
In order to solve Eq. (3) efficiently, the ELM employs the Moore-Penrose generalized inverse concept. 
The hidden layer output matrix, 𝑌𝐻, is computed as shown in Eq. (6), where 𝑌𝐻consists of the 
activation function values of the hidden nodes for each input feature vector. The output weights 
vector, β, is estimated analytically using the Moore-Penrose generalized inverse of 𝑌𝐻 in Eq. (8) as 𝛽 
= 𝑌𝑌 ϯ 𝐻 as follow. This approach aims to minimize the norm of the output weights, resulting in 
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improved generalization performance and higher learning accuracy compared to other neural 
network algorithms. 

 
In summary, the ELM in the provided code utilizes random generation of input weight vectors, 

bias terms, and hidden nodes to approximate the subjective quality scores using activation functions. 
The Moore-Penrose generalized inverse is employed to estimate the output weights, leading to a 
minimized norm and improved learning accuracy. 
 
3. Experimental  
3.1 Experimental Setup  
 

In the proposed metric, the experiment involves evaluating the performance of blind image 
quality assessment (BIQA) models using four representative IQA databases: LIVE [13], LIVE-C[12], 
CSIQ[14], and TID2013[15]. These databases contain image data that are crucial for assessing the 
effectiveness of the models. Three different CNN models were considered: pre-trained AlexNet [16], 
pre-trained ResNet50 [17], and VGG-16[18]. During the fine-tuning process, these models were used. 
To enhance their performance, image crops were randomly extracted from the training images. For 
most databases, 50 crops of size 227 × 227 for AlexNet and VGG16, while 224 × 224 in ResNet50 were 
extracted per image. However, for TID2013, which has more distorted images, only 25 crops per 
image were extracted. The learning rate for the fine-tuning process was set as a logarithmically 
spaced vector within the range of [1e-3, 1e-4] for both models. In the testing stage, overlapped image 
patches were extracted from each test image. The stride, which determines the step size between 
consecutive patches, was set to 64 for the fine-tuned deep models in AlexNet, ResNet50 and VGG16. 
Two metrics, Spearman's rank correlation coefficient (SRCC) and Pearson's linear correlation 
coefficient (PLCC), were used to evaluate the performance of the learned BIQA models. To ensure 
reliable evaluation, the samples in each database were randomly divided into three sets: 80% for 
training, 10% for testing, and 10% for validation. The division was performed in a way that avoided 
overlap in image content between the sets. This allows for training the models on a large portion of 
the data while still having separate datasets for testing and validation. The entire experiment was 
repeated 10 times, and the median SRCC and PLCC values were reported as the final results, providing 
a robust evaluation of the models' performance. By considering multiple databases, random data 
division, and repeated experiments, the approach ensures the reliability and accuracy of the 
assessment. 
 
3.2 Comparison among Different CNN Models  
 
The purpose of comparing different CNN models in blind image quality assessment is to evaluate 
their effectiveness and suitability for this task. The goal is to determine which model performs best 
in predicting image quality and to understand their capabilities in extracting relevant features for 
quality assessment. 
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  Table 1 
  Comparing the best performance of proposed metric using different CNN 

Models PLCC SRCC 
Alexnet 0.5863 0.6333 
Resnet 0.8078 0.803 
Vgg16 0.6846 0.7707 

 
Based on the PLCC results in Table 1, ResNet-50 achieved the highest value of 0.8078, indicating 

a stronger linear correlation with the ground truth scores compared to AlexNet (0.5863) and VGG-16 
(0.6846). This suggests that ResNet-50 has a better ability to capture the linear relationship between 
predicted and ground truth scores, making it more effective for quality prediction in the context of 
the LIVE database. Moving on to the SRCC results, ResNet-50 again demonstrated the highest value 
of 0.803, indicating a stronger monotonic correlation with the ground truth scores. VGG-16 followed 
closely with an SRCC of 0.7707, while AlexNet had a lower SRCC value of 0.6333. The higher SRCC 
values for ResNet-50 and VGG-16 suggest that they capture the underlying monotonic relationship 
between predicted and ground truth scores more effectively than AlexNet. In summary, the 
evaluation results suggest that ResNet-50 (Figure 4) outperformed AlexNet (Figure 5) and VGG-16 
(Figure 6) in terms of both PLCC and SRCC metrics for the LIVE database. It exhibited a stronger linear 
and monotonic correlation with the ground truth scores, indicating its superior performance in blind 
image quality assessment. 
 
 

 
 

Fig. 4. Resnet 
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Fig. 5. Alexnet 
 
 

 
 

Fig. 6. VGG16 
 
3.3 Comparison with the State-of-the-Art on LIVE Database  

 
In this research, the focus was on evaluating the performance of CNN-ELM based models for blind 

image quality assessment. To ensure a fair comparison, the proposed models were compared against 
existing BIQA methods, including DIIVINE [19], CORNIA [20], BRISQUE [21], NIQE[22], HOSA[23], 
FRIQUEE-ALL[24], and Bosse et al [25] as shown in Table 2. The source codes of these methods were 
re-run using the same training and testing splits as the CNN-ELM models to avoid any potential bias. 
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 Table 2 
 Comparison with existing BIQA models in LIVE database 

Methods SRCC PLCC 
DIIVINE [19] 0.58 0.60 
CORNIA [20} 0.63 0.66 
BRISQUE [21] 0.61 0.65 
NIQE [22] 0.43 0.48 
HOSA [23] 0.66 0.68 
FRIQUEE-ALL [24] 0.69 0.71 
Bosse et al., [25] 0.67 0.68 
Proposed method  0.78 0.84 

 
The performance evaluation of the models employed two key metrics, namely Spearman'sRank 

Correlation Coefficient (SRCC) and Pearson's Linear Correlation Coefficient (PLCC). These metrics 
quantified the correlation between the predicted quality scores and the ground truth scores of the 
images in the LIVE database. Higher SRCC and PLCC values indicate a stronger correlation and better 
performance in predicting image quality.  

From the results, it can be observed that the proposed method achieved the highest performance 
with an SRCC of 0.78 and a PLCC of 0.84. These values indicate a strong correlation between the 
predicted quality scores and the ground truth scores, demonstrating the effectiveness of the 
proposed CNN-ELM based model for blind image quality assessment on the LIVE database. 
Comparing the proposed method with the existing methods, it outperformed all the competitors. 
FRIQUEE-ALL had the closest performance with an SRCC of 0.69 and a PLCC of 0.71. Other methods, 
such as DIIVINE, CORNIA, BRISQUE, NIQE, HOSA, and Bosse et al., achieved lower correlation 
coefficients, indicating less accurate predictions of image quality compared to the proposed method. 
These results highlight the superiority of the proposed method in terms of its ability to capture and 
predict image quality accurately. The higher correlation coefficients signify its effectiveness in 
assessing the perceptual quality of authentically distorted images. 3.4 Computation complexity 
between ELM and SVR Based on the experimental results in Table 3, ELM demonstrates a lower 
computational complexity compared to SVR. This is supported by the training time and overall 
process running time results. The training time for ELM is 0.5509 seconds, while for SVR it is 1.1649 
seconds. This indicates that ELM requires less time to train the model. Similarly, the process running 
time for ELM is 291.7603 seconds, whereas for SVR it is 292.3127 seconds. Although the difference 
in process running time is minimal, it still suggests that ELM has a slightly lower computational 
burden.  

These results suggest that ELM has a simpler and more efficient learning algorithm compared to 
SVR. ELM's one-pass learning approach, where the weights are randomly generated and fixed during 
training, contributes to its faster training time and overall lower computational complexity. On the 
other hand, SVR involves solving a quadratic programming problem, which can be more 
computationally intensive, leading to longer training and process running times. In summary, the 
experimental results indicate that ELM (Figure 7) exhibits a lower computation complexity than SVR 
(Figure 8). ELM's faster training time and slightly shorter process running time suggest that it is a 
computationally efficient approach for the given experimental setup. 
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 Table 3 
 Comparison of ELM with SVR 

Evaluation ELM SVR 
PLCC 0.7716 0.3456 
SRCC 0.8436 0.3177 

Training Time, s 0.5509 1.1649 
Overall Process 291.7603 292.3127 
Running Time, s   

 

 
 

Fig. 7. ELM 
 
 

 
 

Fig. 8. SVR 
 
4. Conclusions  
 

In conclusion, the results of our experiments demonstrate the effectiveness of the proposed blind 
image quality assessment metric. The metric surpasses several existing methods by achieving higher 
correlation coefficients (SRCC and PLCC) with ground truth quality scores. When combined with the 
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Extreme Learning Machine (ELM) regression model, the proposed metric provides more accurate 
predictions of perceptual image quality compared to Support Vector Regression (SVR). Moreover, 
the ELM model exhibits shorter training time, resulting in improved computational efficiency. These 
findings highlight the potential of the proposed metric in practical image quality assessment 
applications. By incorporating this metric into image Journal of Advanced Research in Applied 
Sciences and Engineering Technology Volume XX, Issue X (2022) XX-XX 28 quality assessment 
systems, their performance can be enhanced, leading to more reliable evaluation of image quality. 
For future work, to further improve the performance, the pooling algorithms in ELM architecture can 
be enhanced. Specifically, exploring adaptive pooling, spatial pooling, and attention-based pooling 
techniques can lead to more effective and better model performance. In addition, this algorithm can 
be expanded to video quality assessment. These approaches enable the network to dynamically 
adjust pooling operations, capture spatial relationships, and focus on salient features, respectively. 
Additionally, extending the algorithm to video quality assessment can broaden its applicability and 
enable more comprehensive evaluation of visual content. 
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